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A B S T R A C T

Serum is a widely used biological fluid containing rich biological information, commonly employed in clinical 
diagnosis and medical treatment. However, since human serum contains genetic information of races and in-
volves national information security, accurate identification of species serum is required for customs import and 
export trade. In this study, we propose a species serum identification method combining mid-infrared and far- 
infrared spectroscopy with neural network algorithms. By collecting spectra of 147 serum samples from 8 spe-
cies and conducting preliminary analysis on specific spectral ranges, differences between spectra of certain 
species were identified. Subsequently, a Convolutional Neural Network (CNN) model was constructed for species 
identification and classification, achieving recognition accuracy of 95.00 % for human and non-human serums 
(binary classification) and 8 species of serums (octal classification). Through correlation analysis, the corre-
sponding relationships between species serums and their spectral characteristic regions, as well as relevant 
molecular groups and chemical bonds, were clarified. This reveals the underlying mechanism for species 
recognition based on serum spectra. Furthermore, by nesting multiple segmented progressive sub-models and 
optimizing the weight ratios of spectral features, the accuracy of species recognition was improved to 98.95 % 
while the computational complexity was greatly reduced. These results provide a reliable and efficient method 
for rapid differentiation of species serums, with important implications for the identification of other biological 
fluids.

1. Introduction

Blood is a common and informative form of biological evidence. It 
plays a crucial role in analytical chemistry [1], forensic analysis [2–6], 
customs quarantine [7–9] and wildlife conservation [10,11]. Serum is 
obtained after centrifugation of whole blood, and it contains a wealth of 
biomolecules (lipids, proteins, carbohydrates, nucleic acids) [12] and 
important biological information for donors [13,14]. It can be used to 
diagnose diseases by detecting changes in biomarkers in the serum. For 
example, in 2023, the study by Zhenning Jin et al. showed that both 
phosphocreatine and cyclic guanosine monophosphate may serve as 
predictive biomarkers of coronary heart disease in patients with type 2 
diabetes mellitus [15]. Therefore, serum is widely used in disease 
diagnosis. However, it contains proteins, hormones, and other 

substances that carry racial genetic information and are involved in 
national information security. Consequently, customs are rigorous in 
discriminating serum between humans and nonhumans, as well as be-
tween different species during import and export. Currently, conven-
tional methods used for blood discrimination between species include 
Mass Spectrometry (MS) [16] and High-Performance Liquid Chroma-
tography (HPLC) [17]. In 2013, Heyi Yang et al. demonstrated that MS 
can be used for body fluid identification [16], which used Matrix- 
assisted laser desorption/ionization (MALDI) mass spectrometry (MS) 
to identify various biomarkers present in blood (hemoglobin), saliva 
(amylase), semen (semenogelin). In 1990, Inoue et al. used reverse- 
phase HPLC to identify fresh blood from humans and 28 animal spe-
cies by analysing characteristic chromatograms and Heme peaks [17]. 
Due to its high resolution and sensitivity, HPLC has been applied in 
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blood analysis and proven to be a reliable method. However, both 
methods require the addition of organic solvents such as acetonitrile 
before testing, which can be sample-destructive, time-consuming and 
expensive [18]. Therefore, customs are still seeking a rapid, efficient and 
non-destructive detection method to accurately discriminate between 
different species of blood.

Vibrational spectroscopy is a rapid, non-destructive method for the 
identification of vibrations and rotational frequency resonance absorp-
tion of chemical bonds, groups, etc. Therefore, this technique enables 
qualitative and quantitative analysis of trace samples [19,20]. Infrared 
spectroscopy has been widely used as an analytical method in vibra-
tional spectroscopy. [21–24]. It can provide information on chemical 
composition of samples and distinguishing different samples quantita-
tively and qualitatively [25]. In biological sample research, it has been 
successfully applied in disease diagnosis (such as cancer) [26,27] and 
identification of body fluids (such as blood and saliva) [28]. In 2008, De 
Wael et al. differentiated human and animal blood by Raman and mid- 
infrared spectroscopy, but it was not feasible to differentiate blood 
spectra from different species visually [29]. In subsequent studies, re-
searchers differentiated blood vibrational spectra through advanced 
statistical analysis. In 2009, Virkler et al. successfully differentiated 
blood samples from humans, cat, and dog using Raman spectroscopy 
data and applying Principal Component Analysis (PCA) model. Sepa-
ration between the species within a PCA model surpassed a 99 % con-
fidence interval [30]. In 2019, Shan Huang et al. established a 1D 
Convolutional Neural Network (CNN) model to further expand the 
number of animal categories. The accuracy rate reached 97.33 % for 
distinguishing the blood Raman spectra of 20 animal species [31]. In 
2015, Mistek-Morabito et al. successfully differentiated humans, cat, 
and dog using Partial Least Squares Discriminant Analysis (PLS-DA) with 
a 100 % accuracy rate [3]. Furthermore, in 2020, they expanded the 
number of blood species to 12 with 99.6 % accuracy [32].

Currently, there are a few studies on serum discrimination. For 
example, in 2024, Yuchen et al. used a novel probe C1 combining ben-
zothiazole and spiropyran fragments for the specific detection of human 
serum albumin (HSA), achieving fluorescence differentiation between 
HSA and bovine serum albumin(BSA) [33]. In 2017, Fan, Q. et al. 
invented a method to discriminate male and female animal serum 
samples of the same species of mammals by near-infrared spectroscopy 
[34]. However, current studies on serum species identification are not 
comprehensive, covering only a limited number of species, and the test 
methods are complex. What’s more, as the import and export of serum 
products in customs accounts for more than 57 % of the total blood 
products, distinguishing serum is crucial. In this study, we utilized a 
Convolutional Neural Network (CNN) model combined with mid- 
infrared and far-infrared spectroscopy for species identification based 
on serum samples. Initially, mid-infrared and far-infrared spectra 
(4000–30 cm− 1) of serum from different species were collected using a 
Fourier Transform Infrared Spectrometer (FT-IR). Subsequently, pre-
liminary spectral analysis was conducted to identify partial differenti-
ation criteria between species. Then a CNN model with convolutional 
layers, pooling layers, and fully connected layers was constructed and 
trained. In the data set, there are poultry and livestock, which ensuring 
the applicability, robustness and specificity of the CNN model. After-
wards, by nesting multiple segmented progressive sub-models and 
optimizing the weight ratios of spectral features, the accuracy was 
further improved. These findings demonstrate that this method provides 
a reliable and efficient approach for species serum differentiation.

2. Materials and methods

2.1. Serum samples

In this study, the serum samples used were provided by Technical 
Center for Animal Plant and Food Inspection and Quarantine, Shanghai 
Customs. The serum samples used in the experiments have been 

approved by the relevant ethical committees and detailed documenta-
tions are in the Supplementary material. And these experiments were 
conducted in accordance with established ethical guidelines and 
informed consent was obtained from the patients (or relatives/guard-
ians) in compliance with all regulations. In total, 24 human serum 
samples and 123 animal serum samples were used for differentiating 
between human and animal blood. The animal species included horse, 
pig, goat, cow, chicken, cat, and dog. Within these species, there were 
serum samples from 12, 36, 4, 17, 18, 18, and 18 different individuals, 
respectively. All sample sources were licensed and met safety quarantine 
standards. To maintain sample integrity, all samples were stored frozen 
at − 20◦C.

2.2. Experimental equipment

The experiment utilized a VERTEX 70v FT-IR, capable of collecting a 
full spectrum from 6000 cm− 1 to 30 cm− 1 in the mid to far-infrared 
range. The signal to noise ratio (SNR) was larger than 50000:1, the 
wave number accuracy is up to 0.005 cm− 1, and the resolution is better 
than 0.4 cm− 1. Spectra were collected in a vacuum environment to 
minimise the effect of water vapour on the experiments. Samples were 
vortexed and dried using a vacuum centrifuge concentrator (Eppendorf 
Concentrator plus).

2.3. Experimental methods

In the experiment, each serum sample was defrosted, then vortexed 
for 5 min using a vacuum centrifugal concentrator to ensure sample 
uniformity. Subsequently, 10 μL of the sample solution was deposited 
onto a high-resistance silicon wafer evenly by using a pipette. The 
sample was then dried using the vacuum centrifuge concentrator to 
prevent interference from infrared spectral peaks caused by water [35]. 
After the serum sample evaporated, a uniform thin layer formed on the 
silicon wafer. The silicon wafer with the sample film was placed into the 
VERTEX 70v to collect spectral data. Spectra were collected in the range 
of 4000–30 cm− 1, with a resolution of 4 cm− 1. 5 spectra were tested for 
each species sample, with a total of 735 spectral data. And 64 scans were 
performed for each spectrum.

2.4. Data pre-processing

All data processing methods were implemented based on data anal-
ysis algorithms built with python. Due to noise in the sidebands, the 
spectral range of 4000–100 cm− 1 was used. Baseline correction was 
applied to all collected spectra, and normalized to the 0–1 range based 
on the extreme value normalization method. The five spectra obtained 
from repeated testing of each donor were averaged to generate an 
average spectrum and error bar for each sample.

2.5. Analytical method

2.5.1. Multilinear de-baseline
In order to solve the problem of the presence of baselines in the 

collected spectral data affecting the subsequent detection, we con-
structed a python based de-baseline program. Due to the special char-
acteristics of biological samples’ spectra, the baseline is not fundamental 
linear, so the linear baseline cannot remove all external influences well 
at some positions, and considering the existence of broad absorption 
peaks near 3700–4700 cm− 1, polynomial fitting of the baseline will lead 
to the reduction of the peak heights here and thus affect the subsequent 
detection. Therefore, we propose a multilinear baseline removal 
method, which generates a multilinear baseline by generating a linear 
baseline between the spectral data points corresponding to the deter-
mined frequency points and then combining them to form a folded 
baseline, and then subtracting the baseline from the spectral data 
through a program to obtain the spectral data after the removal of the 
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baseline. This method avoids the insufficient or excessive changes to the 
absorption peak waveforms caused by ordinary linear baselines and 
polynomial fitting baselines, and can remove baselines well without 
causing loss of spectral information.

2.5.2. Extreme value normalization
In order to address the problem of different magnitudes and units 

between features, which may lead to certain features dominating the 
model training process, we employed the min–max normalization 
technique. This normalization method scales all features to a fixed 
range, typically [0, 1] or [− 1, 1]. This not only removes the difference in 
magnitude between features, but also helps to learn the relationships 
between features in a more balanced and efficient way.

Extreme value normalization involves subtracting the minimum 
value from data points and then dividing by the data range (maximum 
value minus minimum value). For an input data matrix M, min–max 
normalization can be represented as follows: 

M =
M − Mmin

Mmax − Mmin
(1) 

where Mmin and Mmax represent the minimum and maximum values of 
the data matrix M respectively.

The normalization operation performed here effectively avoids the 
bias caused by the quantitative differences in the different features of the 
data during the training of the neural network. This normalization step 
helps to ensure that each attribute of the data is scaled to a similar range, 
helping the model to better learn the correlation between features and 
improve model performance and generalization.

2.5.3. Moving average filter
Moving average filtering is based on the statistical law, the contin-

uous sampling data is viewed as a queue with a fixed length of N. After a 
new measurement, the first data of the above queue is removed, the rest 
of the N-1 data are sequentially shifted forward and new sampling data 
is inserted as the tail of the new queue; then arithmetic operations are 
performed on this queue and the result is done as the result of this 
measurement. For an N-point queue, suppose the input is x and the 
output is y its calculation is as follows:

After the sliding average filtering can be very good to reduce the 
high-frequency component in the spectral data, effectively reducing the 
additional high-frequency noise on the spectral curve due to the envi-
ronmental noise during the detection process. 

y(n) =
1
N

∑n

k=n− N+1
x(k) (2) 

After the sliding average filtering can be very good to reduce the 
high-frequency component in the spectral data, effectively reducing the 
additional high-frequency noise on the spectral curve due to the envi-
ronmental noise during the detection process.

2.5.4. Convolutional Neural Network
Convolutional Neural Network (CNN) has excellent performing in 

various fields such as data classification, image recognition and natural 
language processing, making them an indispensable tool in data analysis 
[36–38]. A key feature of CNN is their ability to learn and extract fea-
tures from input data [39]. When applied to a large amount of spectral 
data, CNN can effectively discern feature differences between different 
categories, making them suitable for serum spectral classification. Given 
that the spectral data of samples are a set of one-dimensional data 
containing amplitude, frequency, and other information, we use a nes-
ted approach based on a 1-dimensional CNN architecture with multiple 
sub-models in a segmented progression to classify the serum types, 
taking into account the amount of computation.

3. Results and discussion

3.1. Spectroscopy analysis

The serum spectra of 8 different species are shown in Fig. 1. Each 
spectra in Fig. 1 represents an individual within a species. It can be 
observed that they are very similar to each other, with main peaks 
appearing at the same frequencies. Absorption peaks are present in the 
lipid (3000–2800 cm− 1), protein (1700–1500 cm− 1), nucleic acid 
(1250–1000 cm− 1), and carbohydrate (1000–800 cm− 1) regions [40]. 
The representative band assignments of molecular vibrations for the 
spectra of serum are contained in Table 1. These results are due to the 
similarity in serum composition among species, but the concentration of 
components varies. For example, the differences between human, cat, 
and dog serum are mainly attributed to concentrations of glucose, 
ascorbic acid, enzymes and hormone [3].

In the partially enlarged image shown in Fig. 1, spectral differences 
between species are evident. Peaks are observed around 1735 cm− 1 (the 
shoulder of the Amide I band [40]) in chicken, cat, human, and dog 
spectra, while absent in horse, pig, cow, and goat spectra. Thus, based on 
the presence or absence of this peak, the spectra of these 8 species can be 
preliminarily classified into two major categories: Class 1 [Fig. 1(a)-
Fig. 1(d)] and Class 2 [Fig. 1(e)-Fig. 1(h)].

In the spectra of Class 1 [Fig. 2(a)-Fig. 2(d)], analysis was conducted 
by extracting the 1185–1069 and 956–820 cm− 1 ranges. The relative 
peak heights and errors were obtained by averaging the spectra of all 
samples within the same species. The relative peak heights at 1081 cm− 1 

(glucose C-O symmetric stretching [44]) and 1120 cm− 1 (C-N symmetric 
stretching [44]) for horse, pig, cow, and goat were 1.808 ± 0.027, 1.473 
± 0.021, 1.449 ± 0.067, and 1.147 ± 0.073, respectively. Subsequently, 
we obtained Fig. 2(e) based on the above values. From this figure, it can 
be concluded that horse and goat are distinguishable from pig and cow, 
and that horse and goat are distinguishable from each other. Further 
analysis of the relative peak heights of pig and cow at 931 and 832 cm− 1 

revealed values of 0.276 ± 0.004 and 0.420 ± 0.008. Then Fig. 2(f) 
indicates a clear distinction in the relative peak height range of pig and 
cow in 956–820 cm− 1 frequency range. Therefore, we can effectively 
distinguish four species in Class 1 combining the 1185–1069 and 
956–820 cm− 1 frequency ranges.

In the spectra of Class 2 [Fig. 3(a) Fig. 3(d)], analysis was conducted 
by extracting the 1190–1010 and 250–141 cm− 1 ranges. It was observed 
that there were significant differences between chicken and other spe-
cies within the two extracted ranges. The difference in the 1190–1010 
cm− 1 range is most likely due to the higher glucose concentration in 
chicken serum (averaging 170 mg/100 mL) compared to the other three 
species (averaging not more than 100 mg/100 mL) [3]. After further 
analysis, the relative peak heights near 1168 cm− 1 (C-O vibration [43]) 
and 1080 cm− 1 (glucose C-O symmetric stretching [44]) for cat, human, 
and dog were 1.262 ± 0.042, 0.782 ± 0.028, and 1.151 ± 0.034, 
respectively. Fig. 3(e) indicates that humans can be distinguished from 
cat and dog. Further analysis of the relative peak heights of cat and dog 
in 213–164 cm− 1 range showed values of 1.160 ± 0.014 and 1.048 ±
0.016, respectively. According to Fig. 3(f), there is a significant differ-
ence between the relative peak heights of cat and dog in the range, and 
thus they can be distinguished from each other. Therefore, we can 
effectively distinguish the four species in Class 2 by combining the 
1190–1010 and 250–141 cm− 1 frequency ranges.

The above analysis provided a preliminary discussion based on the 
amplitude differences of relative peak heights. However, considering the 
possibility of extreme values in samples due to individual heterogeneity, 
we also introduced a Convolutional Neural Network (CNN) model for 
further analysis.

3.2. Algorithmic identification of species serum

Based on the above spectral differences between different species, we 
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try to use artificial neural network models to extract and enhance the 
relevant information in the spectra for training in order to further 
improve the speed and accuracy of recognition.

3.2.1. CNN algorithm model
In this section we use a traditional convolutional neural network 

(CNN) model structure consisting of two convolutional layers, two 
pooling layers, and one fully connected layer, as shown in the structure 
in Fig. 4(a). The convolutional layers utilize kernels to perform element- 
wise multiplication and summation on the input data. This process aims 
to extract local features and capture spatial relationships and specific 
patterns [48,49]. Given that our input data is one-dimensional spectra, 
we designed both convolutional layers according to a 1D CNN archi-
tecture. These layers use a convolutional kernel size of 3 and a stride of 
1. To reduce data dimensionality and the number of parameters while 
preserving important features, we opted for max pooling layers. The 
parameters of these two max pooling layers are normalized with a kernel 

size and stride of 2.
The fully connected layer enables the neural network to understand 

the relationships and weights between the features. In the output layer, 
we employ the SoftMax activation function to map the final features to 
their corresponding output categories. We chose the Adaptive Moment 
Estimation optimizer (also known as the Adam optimizer) as the model’s 
optimization method. The Adam optimizer, with its adaptive learning 
rate and dynamic momentum, effectively accelerates model conver-
gence and yields superior results, thereby reducing the need for hyper-
parameter tuning.

The above model was trained under the conditions of 200 epoch, 
batch-size of 64 per epoch, and learning-rate of 0.001. 19 groups of 95 
sample spectra were randomly selected from the above 147 groups of 
serum sample spectra as the validation set for verification, and the rest 
were used as the training set. Considering that the sample spectra testing 
conditions are not ideal, there may be small differences in the same set of 
samples, which can be regarded as the differences between different 
individuals of the same species, the validation set can be expanded from 
19 groups to 95 groups to improve the accuracy. The final classification 
results are displayed in Fig. 4(a) and (c). The model’s direct classifica-
tion accuracy reached 95 %, with a few cat samples misclassified as 
humans. Upon analysis, this may be due to an excess of redundant in-
formation in the spectra, which could submerge the potential subtle 
differences between human and cat blood. Therefore, in the following, 
we performed a correlation analysis of the sample spectra to reduce the 
weight of the redundant information, and we modified the architecture 
of the neural network model and proposed a nested method of con-
structing multiple sub-models with segmental progression to increase 
the accuracy and reduce the amount of computation.

Fig. 1. Mid-infrared and far-infrared spectra of serum from different species. The spectra correspond to the following species: (a) Horse, (b) Pig, (c) Cow, (d) Goat, (e) 
Chicken, (f) Cat, (g) Human, (h) Dog. The spectra are zoomed in the range of 1855–1645 cm− 1, and based on the presence or absence of absorption peak at 1735 
cm− 1, the species are classified into Class 1 ((a)–(d)) and Class 2 ((e)–(h)).

Table 1 
Assignment of the infrared bands in human blood.

Wavenumbers (cm− 1) Assignment

3500–3200 Water and hydroxyl (O–H stretching) [40,41]
2959 Lipids (asymmetric stretching of CH3) [42–44]
2931 Lipids (asymmetric stretching of CH2) [40]
2872 Lipids (symmetric stretching of CH3) [42]
1700–1600 Amide I (C––O stretching) [40,41]
1560–1500 Amide II (N–H bending, C–N stretching) [41,45,46]
1239 Amide III (C–N stretching) [41,47]
1082 Glucose (C–O stretching) [44]
699 Amide IV (C–H bending) [46]
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3.2.2. Feature correlation analysis
The observed feature peaks in the range of 4000–100 cm− 1 contain 

equivalent information content, such as frequency, amplitude, relative 
ratio, peak area, and half-peak full width. However, not all absorption 
peaks are effective for neural networks to learn spectral features. The 
introduction of excessive nonessential spectral information not only 
makes the model bulky and costly to train, but also reduces the per-
centage of effective information due to too much redundant informa-
tion, thereby affecting the model’s accuracy.

To address this, we integrated a variance-based feature correlation 
analysis, which assigns higher weights to features with higher relevance 
and lower weights to useless information. The method aims to analyze 
the correlation between each spectral feature of the model and the 
category it belongs to, the specific implementation method is to calcu-
late the correlation between each column of the spectral features and the 
category it belongs to respectively. The higher the correlation, the more 
important the feature is for the neural network to learn the spectral 
features. We constructed a correlation calculation program based on 
python, and referenced the f_classif function in the sklearn package to 
calculate the ANOVA f-value. The larger the f-value, the stronger the 
correlation between the corresponding feature and the result. And we 
quantified the number of different species in the classification result, 
and traversed the correlation between the quantized value of each 
feature to obtain the correlation between each band and the quantized 
value. In that way, we obtained the correlation between each feature 
and the quantized value to obtain the importance of each waveband for 
the result of the identification of the serum importance of each band to 
the identification results.

In Fig. 5, we plotted the correlation between all the columns and the 
categories they belong to. A breakpoint in the range of 2400–2000 cm− 1 

is added to ignore the effect of carbon dioxide (2349 cm− 1) on the 
correlation analysis. Comparison of the experimental spectra reveals 
high correlation features and obvious absorption peaks near 1739 cm− 1, 
1024 cm− 1, 942 cm− 1, and 182 cm− 1.

The peak near 1739 cm− 1 can be considered as the shoulder peak of 
amide I, which is essentially caused by the absorption of the stretching 
vibration of the C––O bond in the peptide chain constituting the back-
bone of the protein structure [40]. The absorption in the bands from 
1750 cm− 1 to 1600 cm− 1 are all generated by amide I. The ratio of the 
absorption intensities at different frequency points reflects the ratio of 
the different secondary structures of proteins present in the samples. 
Because the protein structure in serum of different species must be 
different, and the proportion of the secondary structure of proteins is 
also different, so the shapes of the absorption peaks have differences 
between different kinds of samples. We found that the infrared spectra of 
the eight animal serum samples in this study have obvious differences at 
1739 cm− 1, which can be used as a basis for classification. 1024 cm− 1 is 
the absorption produced by amino acids [46]. Similar to the analysis of 
protein structure, there are differences in the types and amounts of 
amino acids in the serum of different species. Each amino acid corre-
sponds to one or more frequency points, and the intensity of the ab-
sorption reflects the content of that amino acid, which in turn leads to 
differences in the absorption spectra. 942 cm− 1 is the absorption due to 
vibrations outside the O-H bond. This absorption can be present in a 
wide range of molecules, but it is certain that the intensity of the ab-
sorption peaks here varies from species to species, so this can be used as 
a basis for classification. The far infrared absorption near 182 cm− 1 is 
caused by resonance absorption due to molecular vibrations and rota-
tions, as well as lattice absorption. The specific molecules that cause the 
absorption peaks here have not been reported, but based on Fig. 3, we 

Fig. 2. The spectra of species in Class 1 and the relative peak height ranges corresponding to two frequency ranges. The spectral range of Figures (a)–(d): 1185–1069 
and 956–820 cm− 1. Figure (e) shows the relative peak height range in the 1185–1069 cm− 1 frequency range, and Figure (f) shows the relative peak height range in 
the 956–820 cm− 1 frequency range.
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Fig. 3. The spectra of species in Class 2 and the relative peak height ranges corresponding to two frequency ranges. The spectral range of Figures (a)–(d): 1190–1010 
and 250–141 cm− 1. Figure (e) shows the relative peak height range in the 1190–1010 cm− 1 frequency range, and Figure (f) shows the relative peak height range in 
the 250–141 cm− 1 frequency range.

Fig. 4. (a) Schematic of the CNN network model structure. (b) Confusion matrix of human and non-human binary classification results. (c) Confusion matrix of all- 
species eight classification results.
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can see that there is a significant difference between chicken, cat, and 
dog in this band. Therefore, it can be used as a basis for distinguishing 
chicken from other species.

The above analysis is the potential deep mechanism that different 
species can be distinguished, and we improved the algorithm based on 
the above analysis. We focused on analysing the bands in the spectrum 
that have strong correlation with the classification results, which further 
improves the correct classification rate.

3.2.3. Structure of the algorithm after feature correlation analysis
From spectral and correlation analyses, we discerned that the feature 

recognition information of various serum species may distribute in 
different bands. Consequently, we employed a nested approach to 
construct multiple sub-models in a segmented progression. The original 
CNN model was divided into three sub-models, each focusing on 
recognizing different bands. We refer to the improved algorithm as the 
CNNs algorithm model. Fig. 6(a) schematically illustrates the structure 
of the nested CNNs algorithm model.

The first sub-model classifies the eight species into two main classes 
based on the feature peaks at 1735 cm− 1. These are then further divided 
by two sub-models. Sub-model A identifies the characteristic peaks at 
1801–1701 cm− 1 to separate the two main classes. Sub-model B iden-
tifies the 1201–900 cm− 1 band, subdividing the first main category into 
four. Sub-model C identifies the 250–150 cm− 1 and 1201–1000 cm− 1 

bands, dividing the second main category into four. Based on the clas-
sification results of sub-model A, it is decided whether sub-model B or 
sub-model C will further classify the samples, ultimately realizing the 
eight classifications of all species. This strategy of segmented progres-
sive classification by constructing multiple sub-models can effectively 
enhance the accuracy rate. Moreover, the computation amount and the 
time required to train the CNN model are significantly reduced as a 
single sub-model only needs to recognize specific bands.

Given the different recognition bands of different models and 
different classification tasks, we trained the three sub-models with 
different hyper-parameters (using different Epoch, Batch Size, and 

Fig. 5. Correlation analysis plot, with bands of lower importance or with no 
obvious absorption peaks shown in grey, and bands of higher importance for 
which corresponding absorption peaks can be found shown in red.

Fig. 6. (a) Schematic model of CNNs algorithm. (b) Confusion matrix of human and non-human binary classification results. (c) Confusion matrix of all-species eight 
classification results.
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Learning Rate as shown in Table 2). After several attempts, we deter-
mined the training parameters with better performance as shown in 
Table 2.

3.2.4. Binary classification of human and non-human serum samples
The experimentally measured spectral data was categorized into two 

groups: human and non-human. The dataset comprised a total of 735 
pieces of spectral data. Of these, 640 were utilized as a training set to 
train the aforementioned CNNs algorithmic model, while the remaining 
95 were used as a validation set for external validation.

The model’s binary classification performance on the validation 
dataset is depicted in Fig. 6(b). Out of the 95 validation set samples, one 
sample, which was actually from a non-human, was incorrectly classi-
fied as a human serum. The accuracy is 98.94 %. The overall result meets 
the practical requirements for distinguishing between human and non- 
human serum. Following this, we extended the model’s application to 
the eightfold classification of human and animal serum.

3.2.5. Octal classification of human and animal serum samples
The spectral data, based on the sample sources, are classified into 

eight categories: human, cat, dog, chicken, pig, goat, cow, and horse. We 
trained a CNNs eight-classification recognition model using these spec-
tral data. The division of the training and validation sets was performed 
in the same manner as the previously mentioned binary classification. 
Fig. 6(c) presents the eight-classification results of the CNNs model for 
the spectral validation dataset. Out of the 95 samples, one was mis-
classified, resulting in an accuracy of 98.94 %. It’s noteworthy that the 
accuracy of the eight-classification model did not decline compared to 
the binary classification model. This suggests that our testing method 
can classify the serum spectra of the remaining species, with the 
exception of potential confusion between human and cat blood. Given 
the relative similarity in substance content and concentration between 
human and cat serum, and the existence of individual differences, the 
spectra of human and cat serum did not achieve 100 % classification. 
Future work could involve expanding the test bands and identifying new 
differentiation points for discrimination.

4. Conclusion

In this study, we introduce a method for identifying serum from 
different species by integrating mid- and far-infrared spectroscopy with 
neural network algorithms. We gathered spectral data from 147 serum 
samples from horse, pig, goat, cow, chicken, cat, dog, and human. By 
selecting specific intervals, we were able to identify some differences in 
the spectra between species for preliminary analysis. Subsequently, we 
built an artificial neural network model to train the dataset. This model 
achieved recognition accuracies of 95.00 % for both human and non- 
human serum (binary classification) and serum from eight species 
(octal classification). We further analysed the correlation between the 
species’ serum and their spectral features in the model. Additional in-
formation, such as frequency, amplitude, relative peak height, peak 
area, and half-peak full width, was extracted from the spectra. We also 
clarified the molecular groups and chemical bonds corresponding to 
some of the spectral feature regions with high correlation. By con-
structing a nested approach with multiple sub-models in a segmented 
progression, we optimized the weight ratio between spectral features. 
This increased the accuracy of species identification to 98.94 %, while 
significantly reducing the computational volume. This study enables 
rapid, non-destructive, and accurate recognition and differentiation of 
serum between different species. It provides a valuable reference for 
studies aiming to identify other species of body fluids.
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